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Introduction


This review will be presented in two parts.  Part 1 will provide a description of and commentary on the traditional development and use of Performance Level Descriptors as the concept was developed during the decade of the 1990s for NAEP.  It will describe the policy relationships between Performance Level Descriptors, Policy Definitions, Content Standards, and other aspects of the assessment development enterprise.  Part 2 of this review will examine specific features of the HUMRRO report
, focusing on areas that are at variance with the more traditional approach, particularly those areas that may not serve the overall current assessment program very well.  
Part 1:  PLDs: Policy Rationale, Definition, Panels, Purposes, Methodology

Developing Performance Level Descriptors (hereinafter referred to as PLDs) is a stable component of all current standard setting procedures.  Their initial importance in standard setting was an area that the National Assessment Governing Board (NAGB) struggled with in the early days of setting standards on the National Assessment (NAEP).  NAGB believed that, as a policy body and as the legal entity responsible for setting standards under the federal statute, they should set the expectations for “how good is good enough.”  Anchor Levels (described in Part 2) were abandoned by NAGB in favor of PLDs.
During the second round of standard setting for mathematics in 1992,
 and in all subsequent standard settings in other subject areas, NAGB policy called for a two-pronged solution to this dilemma:

· Policy Definitions (PDs); and 

· Performance Level Descriptions (PLDs)  

Policy Definitions articulate the policy-setting body’s expectations for what students should know and be able to do at the selected levels.  In the case of NAEP, the levels were given the labels Basic, Proficient, and Advanced.   The definitions are ‘generic’ in nature, that is, they are not grade-level specific, nor are they content-area specific.  Their purpose is to ensure consistency across grade levels and content areas, so that Proficient, for example, reflects a similar expectation at grades 4, 8, and 12, and that the expectations are similar in mathematics, English/Language Arts, and science, etc.  The PDs represent the consensus of the policy board, as do the number of levels, and the labels used to describe the levels.
Performance Level Descriptors are also statements of ‘expectations’.  However, they are different from PDs in that they describe in detail the expected performance for students at a particular grade level and in a particular content area where standards will be recommended by the standard-setting panels and adopted by the policy body.  In NAEP these were called Achievement Level Descriptors (ALDs).  The No Child Left Behind statute employs the term PLDs not ALDs, but they are virtually the same.  PLDs represent the consensus of experts in the content field who are familiar with student performance at one or more grade levels.  They come in the form of recommendations from the expert group or groups, and are approved by the policy board before they are used in the standard-setting process. 
Panels for Developing PLDs

In NAEP the nature of the panels for developing PLDs has varied from time to time.  Initially, the standard-setting (cut score) panels first developed the PLDs, and then went about the task of recommending cut scores for the assessment.  That approach was thought to be less satisfactory for a number of reasons.  First, it extended the tasks for the standard-setting panels way beyond what could reasonably be expected.  Second, using the same panelists for developing PLDs and setting the cut scores was viewed as insular.  Subsequently, the panels that developed the NAEP Assessment Framework (content standards for the assessment) recommended draft PLDs.  These drafts were brought to a second independent panel for consideration and revision.  The final draft documents were then vetted in a broad public arena with other content experts.  The finalized PLDs were then adopted by the policy board for use in the standard-setting process.  In general, in all these advisory tasks, “more eyes” are always better than fewer.  And so, in the later years, the use of these independent panels to develop the PLDs became the norm.  The size of the panels varied, but usually a minimum number of 8 to 10 participants per panel was used and repeated multiple times.    

Purposes of PLDs

The primary purpose for developing PLDs is to provide the standard-setting panels with clear and concise descriptions of the knowledge and skills that students at each level should know and be able to do.  Without these descriptions, standard setting panels are left to their own devices (and creativity) to come up with appropriate cut scores.  Further, these panels generally have no ‘common understanding’ of the expectations of student performance that the policy board has in mind.  Experts in standard setting all agree that PLDs are critical to setting valid student performance standards (cut scores).
 
  

A secondary purpose, though no less important, is to inform the reporting of assessment results.  In the reporting phase, the PLDs and the Exemplar
  items are part of a package of displaying results.  For that reason, the PLDs are written in language that is understandable to users outside the content area, including school staff, superintendents, chief state school officers, and policymakers.  The PLDs are concise, clear, and focused on a particular performance level, and are written to provide a broad brush-stroke of the content at that level; they are not intended to replace or replicate the content standards.  Further, the inferences that can be made from the PLDs link back to the assessment framework or content standards.

Methodology for Developing PLDs

In developing recommendations for PLDs, expert panels should have access to several important pieces of information that are used as inputs to the process:

· Policy Definitions;

· Content Standards in the subject area under consideration; and

· Test and Item Specifications. 

The inputs to the PLDs development process do not necessarily include test items since in many instances the PLDs may be developed before the item pool exists, and before the assessment is constructed and administered.  Linking the PLDs to the PDs and content standards also provides the PLDs with a stability and durability that they would otherwise not enjoy.  PDs and Content Standards generally are reviewed by the agency on a regular but periodic basis, for example, every 7 to 10 years.  The reason for such a once-a-decade review is that once content standards are in place, they usually stay in place for a number of years in order for the infrastructure that supports the implementation of the standards (instruction, assessments, and professional development) to begin to work and be effective.  Thus, linking PLDs to standards and not to test items that change on a more frequent basis is far more useful.
In some cases the PLDs reference the content skills and knowledge that is required to meet the designated level, e.g., The Proficient level requires an ability to estimate the area of geometric figures.  This is the case in NAEP.  Since NAEP provides no student level data it was more appropriate to reference content and not students.  In other cases, the PLDs reference the students and describe the characteristics of students who have achieved the level of interest, e.g., Students at the Proficient level should be able to estimate the area of geometric figures.  In either case, the PLDs assist the standard-setting panels to understand broadly the levels of expectations required for success 
In some standard-setting procedures, most notably Angoff and its variants, judges must focus on the cut points.  The PLDs are the starting point for that part of the process.  Judges need to understand the full range of knowledge and skills for Proficient before they can hone in on the end-points and describe student performance around the cut scores.
Finally, a word about test and item specifications is in order.  These were mentioned earlier as inputs to the PLD development process.  Though not required, they are helpful documents when available.  They serve the purpose of alerting the PLD panels to any imbalances in the content standards that have been accommodated by the specification documents.  They also serve to provide panelists with a blueprint of the test and what will be covered.  Other helpful pieces of information may include item types, scoring protocols for constructed response items, scoring rubrics for writing tasks, number of items in sub domains, and other important possible test features that could influence PLD development. 

Part 2:   Empirical Alternative: Policy Rationale, Purposes, And Behavioral Anchoring Methodology             

For purposes of distinguishing the descriptors developed in the HUMRO 2007 report and the PLDs approved and adopted by the CA State Board of Education around 2000 this review will refer to the 2007 descriptors as scale-anchored descriptors or anchor levels (ALs) and reserve the term PLDs for the earlier set.

Scale anchoring is not a new procedure in testing.  Scale anchoring was developed in the early 1980s by ETS in an effort to improve the reporting mechanisms of NAEP.  At that time, ETS, the testing contractor for NAEP, was interested in making the NAEP results more meaningful for policymakers and others who would use the data for decision making.  Simply reporting the age 9 mean reading score of 211 in 1984 did not give readers a lot to hang their hat on, so to speak.  And so, the idea of behavioral anchoring was born.     

As conceptualized by ETS, the Anchor Levels process has several steps:

· Points on the score scale are selected

· Item maps are constructed

· Items around the points are identified (anchored)
· Anchor items are paraphrased into descriptions 

Scale Anchoring Item Selection

The items in the early NAEP studies were selected using four statistical criteria.  To qualify for selection as an anchor item, for a given point the item must:

1. Be answered correctly by 65% or more of the students at the level; 

2. Be answered correctly by 30% fewer students at the next lower level;

3. Be answered incorrectly at the next lower level by at least 50% of the students; and

4. Must be based on the performance of at least 100 students at each level.

The first criterion listed above is one that can have grave impact on the final outcome.  It has been demonstrated that selecting a higher criterion, e.g., 80%, maps items that are of far easier content than the 65% will.  Similarly, selecting a lower criterion, e.g., 50%, maps items that are much more difficult in content.  Easier items on the item maps results in ‘easier’ descriptions; harder items on the item maps results in ‘harder’ definitions.  In other words, the mapping criterion can control and drive the process.  This is not a trivial issue.  It is at this point where the statistics can be setting policy, rather than the policy making body.

The second and third criteria above simply ensure that there is sufficient discrimination between the levels in order to minimize overlap in the content of the descriptions.  These criteria ensure that there is an observable performance gap between the lowest, middle, and upper levels in the performance distribution. 
Finally, the fourth criterion ensures that the sample sizes for analysis will yield stable estimates.  Too few students could result in more error than is acceptable. 
HUMRRO Item Selection

The HUMRRO process did not need to select points on the score scale since those were the performance cut scores already adopted.  CA has four cut scores, and five performance regions on the test score scale:  Far Below Basic, Below Basic, Basic, Proficient, and Advanced. 


The HUMRRO report states that “an item was mapped to a specific performance level if two-thirds or more of the students at that level [emphasis added] answered the questions correctly while fewer than half of the students at the next lower level answered correctly. (pg.6)”
In terms of the four criteria for anchoring items described above, HUMRRO adopted the following:
Criterion #1: 67%;

Criterion #2: not used;

Criterion #3: same as above; 

Criterion #4: unknown/not reported (although grade level enrollments are quite large in CA).
A further refinement in the HUMRRO approach was that the writing component was not included in the way the other items were. Instead, the scoring rubric was used to replace the anchoring process.  Finally, a sample of items was used and not the entire available pool (and consequently only a sample of the content was employed in the process).  Item selection was based on judgments about content coverage and the released or secure status of the items.
NAEP Item Maps vs. HUMRRO Item Maps
The construction of the item maps deserves a close examination.  An anchor level process was conducted by ETS for the 1992 NAEP mathematics assessment.  At that time, the USDOE used statistical points on the NAEP zero-to-500 reporting scale: 200, 250 (mean), 300, and 350.   Table 1 below displays the number of items in the NAEP anchoring process. 

The reader will note that not only did ETS use the 169 items that met the anchoring criteria, but an additional 98 items that “almost met” the anchoring criteria.  They did this to ensure better content coverage.
Table 1

Item Mapping for the 1992 Mathematics Anchor Level Process




No. Items
No Items Almost
Did not
Anchor Level

Anchored
Anchored

Anchor

Total


Level 200

22

8

Level 250

45

27

Level 300

59

29

Level 350

43

34

Totals


169

98


165

432

In the final analysis, 267 items contributed to the descriptions across four levels, an average of 67items/level.  In actuality, there were fewer items at the lower and upper bounds of the scale, and somewhat more items in them middle of the scale anchoring around the 250 point. 
HUMRRO Item Maps

Tables 4, 5, 6, and 7 in HUMRRO report provide similar data as the information in Table 1 above.  The reader should note that in the HUMRRO case items were sampled rather than all items available being selected.
   This review reproduces in Table 2 (from Tables 4, 5, 6, and 7) the numbers of available items that were actually used (“Total sampled” from the HUMRRO tables) in the HUMRRO study, and calculates the average number of items used at each level to develop the ALs.

The reader will note that these numbers range from a low of 4 items/level to a high of 14 items/level.  However, of the 28 grade by level combinations, ½ of them employ less than 10 items to develop the ALs across five performance ranges.  Clearly, this level of sampling of items does not yield a sufficient quantity from which to make sound judgments about the content of the levels.  In addition, limiting the items used in this way will truncate the anchor level descriptions perhaps to the extent that they are not generalizable to the full set of content standards. The only reason for eliminating an item should be for failing to meet the selection criteria listed above.

One other observation is warranted.  From the HUMRRO Tables 4,5,6,7, the category “Far Below Basic” (in terms of the number of items mapping in that region) was problematic at all grade levels in E/LA, in mathematics End-of-Course test, in history and science, and there was very sparse data in the mathematics grades 2 to 7 data set.  This category should not even appear since it contributes nothing to an understanding of what students know and can do, and sends a damning signal to low achievers. The HUMRRO report also states that “where there were more than four items in a reporting category, we selected items that: (a) covered as many different content standards as possible,  
Table 2

Number of Available Items Used by Content Area and on Average in Each Level






Grade Level



_________________________________________________________

Content Area
2
3
4
5
6
7
8
10
11
EOC

E/LA

59
65
57
72
66
66
66
50

Avg/Level
12
13
11
14
13
13
13
10

MATH

59
57
49
50
50
41

72

Avg//Level
12
11
10
10
10
8

14

EOC

Genl Math









40/8

Alg 1










20/4

Geom










21/4

Alg 2










27/5

Int Math 1









35/7

Int Math 2









36/7

Int Math 3









35/7

History






36
24
22

Avg/Level






7
5
4

Science



42


20
25

Avg/Level



8


4
5

(b) maximized the number of released, or soon-to-be released, items, and (c) maximized the distance between percent correct at the target level and the percent 

correct at the next lower level (in that order). [sic] (pg 7)”   Therefore, some of the sampled items that contributed to the development of the Anchor Levels are items that the state plans on releasing in the near future, or has already decided to release.  While this may sound like a good idea, this approach raises a serious reporting condition
 that will be discussed below under Exemplars.

Finally, the numbers of students in the analysis on which the item maps were based is not reported.  One might assume that since there are large numbers of students at each grade level, and the study used data from multiple years of the test system, that the numbers
of examinees are sufficient for analysis.  Even if that is the case, the Ns should be reported.     

Exemplar Items

A final piece of the reporting puzzle that has been a staple of NAEP for many years, and is part of the California statute covering the assessment program, and is encouraged in No Child Left Behind
, is that of providing example items along with the PLDs and assessment results.  Typically, reporting agencies will display items that “show” the public what is meant by Basic, Proficient, or Advanced.  There are a number of ways in which exemplars can be displayed.  A small selection of released items accompanied by the PLD for those levels is a simple and meaningful approach.  The following is an exemplar item from the NAEP Grade 8 U.S. History Report Card (2001).

The PLDs (aka ALDs in NAEP) are reproduced earlier in the NAEP report.  Items like this are sorely needed in any report of assessment results in order to communicate clearly to users of the data. 

In displaying exemplar items it is customary to report the percentage of all students in the grade who answered the item correctly (called p-values), and the percentage of students in each performance category who answered it correctly (these are called conditional p-values).

Grade 8 exemplar Item

Why was Roger Williams forced to leave the Massachusetts Bay Colony?

A. He claimed that the Puritan government had no right to control religious beliefs.

B. He was more loyal to the Kin of Spain than to the English.

C. He refused to do his share of the farming and other work.

D. He wanted to lead a war against the American Indians.

Key: A

Overall percentage correct and percentages correct within each achievement level range:

	     Grade 8
	                                     Percentage correct within

                                   Achievement level intervals



	   Overall                 percentage

    correct

      52

     
	  Below Basic

251 and below

       34

      
	        Basic

      252-293

         56
	    Proficient

     294-326

         79
	   Advanced

327 and above

     ***


The issue raised earlier about using released items or ‘about-to-be-released’ items for developing the ALs is one that directly impacts the content of the descriptions, but not the scale used to report the assessment results.  An extreme example helps to illustrate this problem.  Let’s suppose that the items that were released or about to be released were taken from all the sub domains of the assessment except geometry.  This would result in an AL description that included nothing about geometry content or very little if the numbers of items were every small.  Could this AL description still be used to interpret performance on the full mathematics assessment?  Granted this is an extreme example, but the point to be made is that the item selectivity of the process used in the HUMRRO report results in biased descriptions that may not generalize to the full assessment.

Summary


The chart on page 11 summarizing the distinctions between PLDs and ALs as developed in the HUMRRO study, may be helpful to the reader.

Contrasts Between PLDs and Anchor Levels


PLDs






HUMRRO Anchor Levels
Descriptions derived from the



Descriptions derived from the

PDs, content standards, test and 
the performance of students on a   

item specifications




very small sample of items from

the most recent tests
Describe what students are expected


Based on how students are actually

to know based on the content



performing at the current time

standards  

Have durability until the 



Are durable as long as the content

Content Standards are revised



of the items does not change

PLDs determined through a 



ALs developed through an empirical

professional judgment process


process

Development process involves


Development process involved a 

several knowledgeable panels



one-day meeting with a single small

panel 

Primary purpose of PLDs is to  


Purposes of the ALs are to satisfy

guide the cut score process; secondary

documentation requirements 

purpose is reporting performance
for compliance with NCLB and to improve communication with teachers, students, and parents 

Uses all the content available



Did not use the writing component








and severely limited content by








sampling items
Conclusions

The HUMRRO study falls short of meeting the needs of the state in terms of its assessment system.   It is not clear to the author why these are needed to replace the original PLDs developed and approved in the late 1990s and early 2000s.  These PLDs were developed following procedures essentially similar to those of NAEP, and as such, are appropriate for reporting and accountability.  They are thorough, apply to each content area and grade level, and meet the California Education Code, Section 60605.5.  Likewise, since the original assessment system was developed holistically, that is, each piece was designed to bolster the validity of the system as a whole, to modify or eliminate one of the most critical pieces at this juncture is very unwise and will seriously undermine and weaken the system.     

In the final analysis, the outcomes of the HUMRRO study is an about-face for the California assessment system because it is not a standards-based approach, and should be set aside.

Recommendations

1.  The California system should remain committed to the original PLDs developed as part of the holistic system of assessments when the original system was designed and implemented in 1999 and 2000.
2.  The California system should begin to develop good exemplars for reporting along with its PLDs for each grade and content area assessed.  Exemplars serve as touchstones for understanding the expectations of students at each performance level.  If a picture is worth a thousand words, then exemplars are worth twice that in terms of being able to clearly communicate with users of the data including teachers, school staff, and district level decision makers.  

3.  The California system should attend to the gross lack of items at the Far Below Basic Level, if keeping that performance category is still desirable to the policy makers.  If the Far Below Basic Level is retained, then the item developer/contractor should develop a pool of easy items aligned with the content standards that offer opportunities to children scoring at this level to demonstrate what they know and can do.   Lowering the floor on the assessment by adding these easy items should not have an adverse impact on the test score scale as a whole.
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� Exemplars generally are released test questions that serve to demonstrate the kinds of knowledge and skills that the test taker must possess in order to meet the performance level.


� This review assumes that the category in Tables 4 -7 labeled “Available Items” is defined as those that anchored or almost anchored, and met the statistical criteria for inclusion.


� CA uses Item Response Theory (IRT) to scale  the assessment, and IRT supports the release and replacement of items  (within certain limits), so that the scale is unaffected.  However, the content can be affected if the replacement is not properly executed.  


� Exemplars (or lack thereof) are not a part of the Peer Review requirements that precipitated the HUMRRO study.
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